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Abstract—Network function virtualization (NFV) has emerged as a new technology to reduce the cost of hardware deployment. It is an architecture that using virtualized functions run on the virtual machine to achieve services instead of using specific hardware. Although NFV brings more opportunities to enhance the flexibility and efficiency of the network, resource allocation problems should be well taken into consideration. In this paper, we investigate the virtual network function (VNF) resource allocation problem to minimize the network operation cost for different services. Both setting the VNF instances for each virtual machine and allocating the traffic volume in the network are considered. The problem is formulated as a mixed integer programming problem. Although it can be solved in a centralized fashion which requires a central controller to collect information from all virtual machines, it is not practical for large-scale networks. Thus, we propose a distributed iteration algorithm to achieve the optimal solution. The proposed algorithm framework is developed based on the joint Benders decomposition and alternating direction method of multipliers (ADMM), which allows us to deal with integer variables and decompose the original problem into multiple subproblems for each virtual machine. Furthermore, we describe the detail implementation of our algorithm to run on a computer cluster using the Hadoop MapReduce software framework. Finally, the simulation results indicate the effectiveness of the algorithm.
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I. INTRODUCTION

NETWORK function virtualization (NFV) is a currently popular topic among the research issues of industry and academia. In the past, the function of the network is achieved by the middleboxes or hardware appliances, such as firewall, proxies, load balancers, and so on [1]. NFV provides an opportunity to reduce costs of implementing expensive hardware and flexibility for the network service, which means the instances of virtualization network functions (VNFs) can be created, migrated and released in any circumstances. The most significant power consumptions in the NFV are capital expenditures (CAPEX) and operating expenditures (OPEX) [2]. NFV is achieved on Virtual Machines (VMs) that are located in databases. Computation, storage, and network resources are required for the implementation of VNFs. The operators can provide specific service by composing service function chain (SFC) using VNFs. However, the SFC should meet the users’ requirement considering both the QoS parameters and the cost.

NFV operation is supported by network functions virtualization infrastructure (NFVI), which is composed of hardware and software to enable the physical and virtual layer of the network. Each VNF needs to be associated to a specific VM. Creation and operation of VNFs are dominated by the management and orchestration (MANO). Meanwhile, software-defined networking (SDN) is integrated with NFV in the architecture [3]. The benefit of introducing SDN is separating the control and data plane by programming. This will bring flexibility to the network, and the forwarding rules can be easily implemented by the SDN controller. The SDN-NFV architecture is a trend, and many organizations have proposed standards and related research [4].

NFV has been a promising technology in the vehicular network, especially in efficient traffic management, road safety, and entertainment. In the next generation network, vehicle applications will require ultra-reliable low-latency communications. Many NFV frameworks are proposed for serving vehicular network so far. Enabling NFV on top of vehicles will provide mobile service providers an easier access to the emerging paradigms. Currently, vehicle-to-everything (V2X) communication is a hot topic in the vehicle communication system. The SDN-NFV architecture has many merits, along with V2X. For example, it will be easier to acquire dynamic data traffic routing for vehicles with high mobility. In other words, the waiting time of traffic light control or congestion can be significantly reduced. Because the virtual machines are virtualized and migrated among vehicles, the specific vehicle can remain its operating area by exchanging the information involves computation, storage, sensing, communication resources, and environmental conditions. With timely service based on NFV, the accident rescue will be more efficient with rapid emergency response. In addition, using NFV technique can reduce fuel consumption and carbon emissions with optimized on-road strategy. In short, introducing
NFV in vehicle communication networks can provide advanced services to the end users on the road, and it can improve the QoS of the current traffic techniques.

Although NFV has many promising advantages, there are some problems which cannot be ignored. The resource allocation problem with SFC is an intractable issue in operating virtualization networks. VMs are virtualized on the physical machine, and they need to be appropriately assigned. Furthermore, the resources for the network are limited, which need to give an optimal decision on allocating power, bandwidth, etc. [5], [6]. In the general cases, the global optimal solution is difficult to obtain. This is due to the formulated problems often are mixed-integer nonlinear problems. It is hard to solve such NP-hard problems, not mentioning the influence of the network scale [7]. Thus, the heuristic algorithm is often proposed, e.g., in [8] and [9].

In the service requests, some are related to the distributed resources. NFV has a distributed nature because the virtualization of the network is unrestricted from the position of the physical machines [10]. Many distributed algorithms are introduced to this area, such as game theory, alternating direction method of multipliers (ADMM), and the other decomposition algorithms [1]. The distributed architecture makes full utilization of the resource in the networks.

The resource allocation problem for NFV is studied by many papers. However, the global optimal solution is difficult to obtain in many cases, considering a large number of constraints and the large-scale of the network which will bring computing ability issues to the central controller. Furthermore, the proposed algorithms may have many constraints, which are not generally suitable for certain other cases. These challenges motivate us to propose a general method to acquire the global optimal solution for the NFV resource allocation. For the scale problem of the network, it is highly desirable to solve the problem in a distributed fashion to make full use of the resource allocated to VMs. In this way, the computation task for the controller can be reduced significantly, as well as the execution time for the network.

In this paper, we consider the NFV resource allocation problem, including the VNF placement problem and traffic management problem. We aim to minimize the costs of implementing VNFs and operating traffic in NFV networks. The problem is formulated as a mixed integer linear programming (MILP) problem, and it is solved in a distributed manner by joint Benders decomposition and ADMM. We also describe the implementation details of our algorithm using the Hadoop MapReduce software framework. The simulation results verify the merits and properties of our algorithm.

Our main contributions are summarized as follows:

- We formulate the resource allocation problem in an NFV network as a mixed integer linear problem, which aims to minimize the system cost. Both VNF placement and traffic management problems are considered.
- We first propose an algorithm based on joint Benders decomposition and ADMM. The algorithm can be applied to mixed integer problems and solve it in a distributed manner as a general framework. The Benders decomposition can separate the integer variables apart with continuous variables. For the subproblem, a large-scale of continuous variables can be handled in a distributed way using ADMM. In this paper, we solve the VNF placement problem in the outer loop of the algorithm. For the traffic management problem with continuous variables, we use ADMM to solve it distributedly.
- We evaluate the performance of our proposed algorithm in the simulation section. The implementation of our algorithm in the Hadoop MapReduce is described in detail. The results indicate that our algorithm is efficient for large-scale mixed integer problems and the computation complexity is significantly reduced.

The rest of the paper is organized as follows. In Section II, the related work is surveyed. The NFV system model and the resource allocation problem are presented in the Section III. Then, the algorithm based on joint Benders decomposition and ADMM is proposed in Section IV. Section V describes the implementation of the proposed algorithm using the Hadoop MapReduce. The simulation results are shown in Section VI-A, and conclusions are stated in Section VII. The list of notations of this paper is given in Table I.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Total number of VMs</td>
</tr>
<tr>
<td>$M$</td>
<td>Total number of SFC</td>
</tr>
<tr>
<td>$K$</td>
<td>Total number of functions in SFC</td>
</tr>
<tr>
<td>$F$</td>
<td>VNF set for the network</td>
</tr>
<tr>
<td>$l$</td>
<td>Loop index number for Benders decomposition</td>
</tr>
<tr>
<td>$f_i^m$</td>
<td>$k^{th}$ Function in $m^{th}$ SFC</td>
</tr>
<tr>
<td>$s_i^m_{n,k}$</td>
<td>Binary variable denoting existence of the VNF $f_i^m$ for $n^{th}$ VM</td>
</tr>
<tr>
<td>$v_i^m_{n,k}$</td>
<td>Continuous variable denoting traffic volume for $f_i^m$</td>
</tr>
<tr>
<td>$u_i^m_n$</td>
<td>Global copy of $v_i^m_{n,k}$</td>
</tr>
<tr>
<td>$c_i^n_{k}$</td>
<td>Cost for implementing one instance of $f_i^m$</td>
</tr>
<tr>
<td>$g_k$</td>
<td>Cost coefficient for unit traffic of VNF $k$</td>
</tr>
<tr>
<td>$\phi_k$</td>
<td>Resource cost for the unit traffic of VNF $k$</td>
</tr>
<tr>
<td>$\mu f_k$</td>
<td>Input-output ratio of VNF $k$</td>
</tr>
<tr>
<td>$C_n$</td>
<td>Capacity for VM $n$</td>
</tr>
<tr>
<td>$Q_{vp}$</td>
<td>Cost for VNF placement</td>
</tr>
<tr>
<td>$Q_t$</td>
<td>Cost for traffic</td>
</tr>
<tr>
<td>$Q_{total}$</td>
<td>Total cost for the network</td>
</tr>
<tr>
<td>$R_k$</td>
<td>Request date rate for VNF $k$</td>
</tr>
<tr>
<td>$R_f$</td>
<td>Request date rate for SFC</td>
</tr>
<tr>
<td>$U_{k,n_k}$</td>
<td>Upper bound of $c_i^n_{k}$</td>
</tr>
<tr>
<td>$L_{k,n_k}$</td>
<td>Lower bound of $c_i^n_{k}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Optimal value of the subproblem</td>
</tr>
<tr>
<td>$\alpha_{down}$</td>
<td>Lower bound of $\alpha$</td>
</tr>
<tr>
<td>$\theta^m_i(t)$</td>
<td>Dual variable for the constraints that fixing the binary variables' value</td>
</tr>
<tr>
<td>$Q_{p}$</td>
<td>Upper bound of $Q_{total}$</td>
</tr>
<tr>
<td>$Q_{down}$</td>
<td>Lower bound of $Q_{total}$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Pre-defined tolerance</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Lagrangian multiplier</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Penalty parameter</td>
</tr>
</tbody>
</table>
The up to date developments and challenges of NFV is surveyed in [11]. In [12], a new model for enhancing virtual machine applications performance is proposed. In [13], the authors propose an architecture involving both mobile edge computing (MEC) and NFV, which enables joint managing applications and virtual network functions. The NFV compound effect of the system is evaluated. An adaptive memory load management scheme for the server running on the virtual machine in the cloud data center is proposed in [14], which can prevent the memory overload. In [15], the authors jointly minimize the power consumption considering servers and switches, which generates the optimal VNFs placement. In [16], the authors modeled the VNF allocation problem by queuing system with constraints and solve the Markov decision process to find the optimal policy. In [17], a new dynamic resource pooling and trading mechanism in network virtualization are proposed and solved by the Stackelberg game. Most of the literature solved the problems using heuristic methods which cannot guarantee the global optimal.

Nowadays, NFV/SDN architecture is popular for its flexibility. In [18], the software-defined and network virtualization networking is surveyed, as well as the SDN applied on OpenADN in a multi-cloud environment. The SDN-NFV mobile networks are modeled in [19] to minimize equipment failure risks as well as fast recovery of network nodes after a disaster happens. A service function chaining embedding problem for SDN-NFV is presented in [20], which is solved by splitting the traffic to several VNFs in the service chain. In [21], the authors introduce SDN and NFV including service chains. SFC is introduced in the NFV, which connects several services and enables a single network to achieve many services. Clustered NFV service chaining is adopted to obtain the optimal number of clusters in [22], which can minimize the end-to-end service time in MEC RANs. The function chains can be customized which is stated in [23]. Vehicles are playing a major role in the distributed mobile scenario. In [24], the authors propose an intelligent VNFs selection strategy in Vehicular Cloud Network (VCN), which utilizes deep neural network (DNN) and Multi-Grained Cascade Forest (gcForest) to distinguish service behaviors. In [25], the authors elaborate the potential use of the NFV service for the heterogeneous vehicles with many benefits. In [26], the author propose a theoretical framework to evaluate the performance of a Long-Term Evolution (LTE) virtualized mobility management entity (vMME) hosted in a data center. In [27], the authors discuss the new trends of applying NFV in 5G network to manage the wireless/mobile broadband (5G WMB).

Distributed solutions become more and more important since the networks become denser and denser [28]–[30]. There are plenty of algorithms have been taken into consideration in the distributed applications. In [31], distributed algorithms for big data applications are introduced. Game theory is widely used in resource allocation of distributed networks. In [32], the authors analyze the congestion mitigation problem in NFV for both centralized and distributed methods using game theory. A Stackelberg game is adopted as the approach to solve the resource management problem in LTE unlicensed in [33]. In [34], a hierarchical game approach is presented for generating optimal strategies of visible light communication and D2D heterogeneous network in a distributed manner. Benders decomposition is first proposed in [35] and it is well studied by many researchers. In [36], Benders decomposition is introduced in details. The market risk management problem is modeled as a stochastic linear complementarity problem in [36], and Benders decomposition is adapted to this equilibrium models. Benders decomposition is suitable for solving mixed integer programming. In [37], a joint base station (BS) association and power control algorithm is proposed based on Benders decomposition. The size and schedule in microgrids operation are studied using Benders decomposition in [38]. However, most of the papers only provide centralized solutions for the mixed integer programming. In addition to game theory and Benders decomposition, ADMM is another powerful decomposition tool. ADMM is useful for breaking convex optimization problems into small parts to achieve distributed methods, which is elaborated in [39]. In [40], the revenue maximization problem for mobile data offloading in SDN is handled by ADMM. Multi-block ADMM is surveyed in [41] for big data optimization problems in the smart grid. In [42], the authors investigate resource allocation in network virtualization using ADMM in both parallel and distributed fashions. The optimal large-scale scheduling of microgrids using ADMM is proposed in [43].

Although much research has been done in literature, our work is distinctive. For solving the mixed-integer programming problem which is often formulated in the NFV resource allocation, we propose a novel algorithm framework. The framework is composed of Benders decomposition and ADMM. Benders decomposition is designed for decomposing the continuous and integer problem. ADMM is introduced to give a distributed solution for the continuous problem. Both sub-algorithms take advantage of dual information. By adopting the proposed framework, large-scale mixed-integer programming problems can be solved in a distributed manner. As an alternative to the other existing heuristic algorithms studied in the literature, our algorithm has the remarkable performance, effectiveness, and universality.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a virtualization network with $N$ VMs and $L$ links, as shown in Fig. 2. In this paper, we assume that the VMs are already placed on certain physical machines, and the
input and output nodes are fixed. The VM placement problem can be solved similarly, which is beyond the scope of this paper. Each VM has the capacity to achieve a series of VNFs; however, the capacity is limited. For the $n^{th}$ VM, the capacity is presented as $C_n$. Moreover, each VNF can be implemented in different VMs at the same time, considering utilizing the resources flexibly. We denote that the VNF set for the network is $\mathcal{F} = \{f_1, \ldots, f_l\}$, and the VNF set for each VM is a subset of $\mathcal{F}$. We also assume that each VM can only process one VNF at the same time. The SDN controller and the NFV MANO are the main central processors, and they have different functions. The SDN controller determines the logic of the traffic and passes the status information to the NFV MANO. The NFV MANO can be divided into three parts: the orchestrator, VNFs managers, and virtualized infrastructure managers. The placement of the VNF and the optimization of the traffic path are accomplished by the NFV MANO.

Service function chain (SFC) is defined as a set of VNFs in a certain order to achieve different services. We assume $M$ SFCs are required to traverse through the network, and the VNF set for the $m^{th}$ SFC is expressed as $\mathcal{F}^m = \{f_{1}^{m}, \ldots, f_{K}^{m}\}$, and each VNF requests a data rate requirement, denoting as $R_k$. During each SFC period, the network resource allocation is invariant. For each VNF, the input and output data rates may change because of the specific processing. Thus, we denote the input-output ratio of $f_k$ as $\mu_{f_k}$.

The existence of VNF $f_k^m$ for the $n^{th}$ VM is defined as a binary variable, which can be denoted as

$$\delta_{n,k}^m = \begin{cases} 1, & \text{if } f_k^m \text{ is implemented on VM } n, \\ 0, & \text{otherwise.} \end{cases}$$

(1)

For the data flow of the SFC, there may have many paths for one VNF to another. We define the number of the instances of $f_k^m$ is $e_k^m$, and it can be calculated as

$$e_k^m = \sum_{n=1}^{N} \delta_{n,k}^m.$$  

(2)

In other words, $e_k^m$ is a variable depending on $\delta_{n,k}^m$. For the $k^{th}$ VNF of the $m^{th}$ SFC, we define $v_{n,k}^m$ as the traffic volume.

### B. Problem Formulation

Our main interest is to minimize the cost of the power consumption for the network by VNF placement and resource allocation. In this paper, we consider the cost can be divided into two parts. One is VNF placement and the other is traffic expenditure. We assume that the data flow for each virtual link is lossless. In the previous work of other papers, the power consumption for implementing VNFs have been pointed out. We assume that the cost for each VNF is various, and it is denoted as $\zeta_k^m$ for implementing one instance of $f_k^m$ in the $k^{th}$ SFC. Thus, the total cost for VNF placement is formulated as

$$Q_p = \sum_{k=1}^{K} e_k^m \zeta_k^m.$$  

(3)

Another cost is produced by the traffic for each VNF, and different types of VNF have different cost coefficients, denoting as $\gamma_k$ for the $k^{th}$ VNF. We assume that the cost is depend linearly on the traffic volume of VNF. Thus, the cost can be formulated as

$$Q_t = \sum_{k=1}^{K} \gamma_k \sum_{n=1}^{N} v_{n,k}^m.$$

(4)

Therefore, the total cost function is

$$Q_{total} = Q_p + Q_t.$$  

(5)

From above, we can formulate the problem as

$$\min_{\delta^{m} \in \{0,1\}, \forall m, l} Q_{total}$$

s.t  

$$1 \leq \sum_{n=1}^{N} \delta_{n,k}^m \leq N, \forall k, m,$$  

(7)

$$\sum_{k=1}^{K} e_k^m \phi_k \leq C_n, \forall n, m,$$  

(8)

$$\sum_{n=1}^{N} v_{n,k}^m \geq R_k, \forall k,$$  

(9)

$$\mu_{f_k} \leq \sum_{n=1}^{N} \sum_{m=1}^{M} v_{n,k+1}^m / \sum_{n=1}^{N} v_{n,k}, \forall k,$$  

(10)

$$\delta_{n,k}^m \in \{0,1\}, \forall n, m, k.$$  

(11)

Here, (7) indicates that all the VNF in the SFC should exist in the network; however, it should not be implemented on every VM. (8) is the constraint for the VM’s capacity for holding the VNF set, and $\phi_k$ is the resource cost for the unit traffic of VNF. (9) is the constraint for the requested traffic of each VNF. (10) indicates the previous VNF output cannot exceed the latter VNF’s traffic volume. Finally, (11) is the binary constraint.

Although this problem can be solved in a centralized manner, the computation task for the controller is arduous as an NP-hard problem. The controller must deal with the same sized integer variables and continuous variables. Thus, the decentralized algorithm is necessary. In the following section, we propose an algorithm based on joint Benders decomposition and ADMM.

Fig. 2. The model of the network.
to solve the problem in a distributed manner to release the computational burden of the controller.

IV. ALGORITHM BASED ON BENDERS DECOMPOSITION AND ADMM

In this section, we propose the joint Benders decomposition and ADMM based on the former content. Benders decomposition is popular for separating the mixed integer programming into continuous subproblems and discrete master problem. For the continuous subproblems, we use ADMM to decouple the constraints with associating all variables to generate a distributed solution, which is necessary in the NFV network. However, ADMM is known for solving convex problems distributedly. If the convexity of the problem cannot be satisfied, the convergence and optimal solution are unreliable. Naturally, we use Benders decomposition as the outer loop and use ADMM as the inner loop to solve the subproblem. In the following, we introduce Benders decomposition and ADMM respectively, and show how to integrate them into an algorithm framework. The analysis and implementation are also presented.

A. Benders Decomposition

The problem we formulated is a MILP problem. To solve the problem, we need to deal with the integer variable first. Benders decomposition is an efficient technique for dealing with complicating variables (e.g., integer variables). We treat the Benders decomposition algorithm as the outer loop for our algorithm.

The principle of the Benders decomposition algorithm is separating the continuous variable and integer variable and handling them individually. There are two kinds of problems in the algorithm, which are the master problem and the subproblem. The master problem aims to solve the pure integer programming problem or a small scale mixed integer programming problem. The subproblem is to solve problems only with continuous variables. Benders decomposition is an iteration algorithm. First is the initialization of the problem. Next, the subproblem is solved by involving only continuous variables, because the integer variables are fixed. Through solving the subproblem, the continuous variables solution and the dual variable solution associated with the constraints of fixing the integer variables’ value are obtained. After that, the upper and lower bounds are generated using the solutions from solving the subproblem. The difference between the upper and lower bounds is used for the stopping criterion in the iterations. Then, the master problem is solved. The whole procedure of the algorithm to solve the NFV resource allocation problem is stated as follows.

Initialization: Actually, the initialization is generated from the trivial solution of the master problem. First we assign loop counter \( l = 1 \) to 1. In our problem formulation \( \delta_{n,k} \) is a binary variable and \( U_{\delta_{n,k}} = 1 \) (upper bound) and \( L_{\delta_{n,k}} = 0 \) (lower bound). Because the coefficient of the corresponding part in the objective function is positive, we simply assign \( \delta_{n,k}^{\alpha} = L_{\delta_{n,k}} \). Furthermore, we introduce a function \( \alpha \) as an optimal value of the subproblem. The initial value of \( \alpha^{l} \) is set as \( \alpha^{\text{down}} \), which should be determined by the certain circumstances.

Subproblem: The subproblem is constructed by fixing the value of complicating variables to avoid them. Thus, the subproblem can be expressed as the problem (12), \( \theta_{n,k}^{m,(l)} \) is the dual variable for the constraints that fixing the binary variables’ value. The subproblem is deduced to a problem with only continuous variables and it is often solved in a distributed manner.

\[
\min_{v^m} Q_t \quad (12)
\]

\[
s.t \quad \sum_{k=1}^K \delta_{n,k}^m v_{n,k}^m \phi_k \leq C_n \quad \forall n, m, \quad (13)
\]

\[
\sum_{n=1}^N v_{n,k}^m \geq R_k \quad \forall k, \quad (14)
\]

\[
\mu_k \leq \frac{\sum_{m=1}^N v_{n,k}^m}{\sum_{n=1}^N v_{n,k}^m} \quad \forall k, \quad (15)
\]

\[
\delta_{n,k}^m = \delta_{n,k}^{m,(l)} = \delta_{n,k}^{m(l)} \quad \forall m, n, k. \quad (16)
\]

In this paper, we adopt ADMM to solve the subproblem which is illustrated in the next section. By solving the subproblem, we can acquire \( v^m \) and \( \theta_{n,k}^{m,(l)} \) for the following steps.

Convergence checking: The convergence checking is significant for the algorithm because it performs as the stopping criterion. The upper bound for the primal problem is calculated as

\[
Q_{\text{up}} = Q_{\text{total}}(\delta_{n,k}^{m,(l)} v^m (l)). \quad (17)
\]

Correspondingly, the lower bound can be generated by

\[
Q_{\text{down}} = Q_p (\delta_{n,k}^{m,(l)}) + \alpha (l). \quad (18)
\]

Thus, the stopping criterion is given by

\[
\begin{cases}
    Q_{\text{up}} - Q_{\text{down}} \leq \varepsilon, & \text{stop}, \\
    \text{otherwise}, & \text{continue},
\end{cases} \quad (19)
\]

where \( \varepsilon \) is a pre-defined tolerance for the problem. Once the iteration stops, the optimal solution is obtained as \( \delta_{n,k}^{m,(l)} \) and \( v^m (l) \).

Master problem: The master problem is only related to the binary variables. After update the loop counter \( l = l + 1 \), the problem which need to solve is stated as follows

\[
\min_{\delta_{n,k}^{m,(l)}} Q_p + \alpha \quad (20)
\]

\[
s.t \quad 1 \leq \sum_{n=1}^N \delta_{n,k}^m \leq N \quad \forall k, m, \quad (21)
\]

\[
Q_t (v^m (j)) + \theta_{n,k}^{m,(l)} (\delta^m - \delta_{n,k}^{m,(l)}) \leq \alpha \quad j = 1, \ldots, l - 1, \quad (22)
\]

\[
\sum_{k=1}^K \delta_{n,k}^m v_{n,k}^m \phi_k \leq C_n \quad \forall n, m, \quad (23)
\]

\[
\alpha \geq \alpha_{\text{down}}, \quad (24)
\]

\[
\delta_{n,k}^m \in \{0, 1\} \quad \forall m, n, k, \quad (25)
\]
Algorithm 1: NFV Resource Allocation Based on Benders Decomposition.

1: Initialize: loop index $l$, $U_{3m,k}$, $L_{3m,k}$, $\alpha(l)$
2: while $Q_{up}^l - Q_{down}^l \geq \varepsilon$ do
3: Subproblem
4: acquire $v^{m(l)}$ and $\theta^{m(l)}$ using ADMM
5: Bounds calculation
6: calculate upper and lower bound ($Q_{up}^l$ and $Q_{down}^l$)
7: by (17) and (18)
8: Master problem
9: step 1: update loop index $l = l + 1$
10: step 2: add new Benders cut to the problem (20)
11: step 3: solve the problem in (20) to obtain the
12: optimal value of $\delta^m$ and $\alpha$
13: end while

where the constraint (22) is the Benders cuts associated with the former iterations. In every iteration, the new benders cut will be added to the constraints of the master problem. The Benders cuts compose $l - 1$ hyperplanes to approximate the objective function of the subproblem from below.

After the master problem is solved, the algorithm goes to the next iteration with solving the subproblem. The whole procedure of the algorithm is presented in the Algorithm 1.

B. ADMM

For our designed continuous subproblem, ADMM is the most suitable algorithm. For example, dual decomposition is an efficient way to generate a distributed solution. However, it cannot deal with the constraints coupling with different users. OCD (Optimal Condition Decomposition) is another popular method in distributed computing. Unfortunately, our problem cannot satisfy the strong convexity condition (linear programming), which will cause convergence problem. Many other distributed computing methods have strict requirements which are inappropriate for our subproblem. Thus, we adopt ADMM for solving the subproblem in a distributed manner. ADMM is a method to solve the problem by decoupling the constraints and breaking it into many small problems. For the problem with a general form stated as follows

$$
\min f(x) + g(z)
$$

$$
s.t. \ Ax + Bz = c.
$$

The optimization problem has variables $x$ and $z$ with the equality constraint. The augmented Lagrangian function for the problem is expressed as

$$
\mathcal{L}(x,z,\lambda) = f(x) + g(z) + \lambda^T(Ax + Bz - c) + \frac{\rho}{2} \|Ax + Bz - c\|^2.
$$

The Lagrangian multiplier is denoting as $\lambda$ and $\rho$ is the penalty parameter. The ADMM iterations proceed as follows sequentially

$$
x[t + 1] := \arg \min_x \mathcal{L}(x, z[t], \lambda[t]),
$$

$$
z[t + 1] := \arg \min_z \mathcal{L}(x[t + 1], z, \lambda[t]),
$$

$$
\lambda[t + 1] := \lambda[t] + \rho (Ax[t + 1] + Bz[t + 1] - c).
$$

The iterations stop when a stopping criterion meets.

For the proposed subproblem, we need to transform problem (12)–(16) into an equivalent problem. Among the constraints of the problem, we can find that (14) and (15) are constraints that involve all the VMs. To generate a distributed algorithm, we introduce an auxiliary variable as

$$
v^{m}_{n,k} = u^{m}_{n,k}, \forall n, k,
$$

where $u^{m}_{n,k}$ is a copy of the $u^{m}_{n,k}$. Thus, the constraints in (9) and (10) can be reformulated as

$$
\sum_{n=1}^{N} u^{m}_{n,k} \geq R_k \forall k,
$$

$$
\mu_f \sum_{n=1}^{N} u^{m}_{n,k} - \sum_{n=1}^{N} u^{m}_{n,k+1} \leq 0 \forall k.
$$

Thus, the equivalent problem is formulated as

$$
\min_{\nu^{m}} Q_t
$$

$$
s.t. \sum_{k=1}^{K} \phi_{n,k} \nu^{m}_{n,k} \leq C_n \forall n, m,
$$

$$
\sum_{n=1}^{N} u^{m}_{n,k} \geq R_k \forall k,
$$

$$
\mu_f \sum_{n=1}^{N} u^{m}_{n,k} - \sum_{n=1}^{N} u^{m}_{n,k+1} \leq 0 \forall k
$$

$$
\delta^{m}_{n,k} = \gamma^{m(l)}_{n,k}, \forall m, n, k
$$

$$
v^{m}_{n,k} = u^{m}_{n,k} \forall n, k.
$$

The augmented Lagrangian function of the problem is given by

$$
\mathcal{L}_\rho = Q_t + \sum_{n=1}^{N} \sum_{k=1}^{K} \lambda_n \nu^{m}_{n,k} (v^{m}_{n,k} - u^{m}_{n,k})
$$

$$
+ \frac{\rho}{2} \sum_{k=1}^{K} \sum_{n=1}^{N} \|v^{m}_{n,k} - u^{m}_{n,k}\|^2.
$$

where $\lambda_n$ is the Lagrangian multiplier and $\rho > 0$ is the penalty parameter. For the $t^{th}$ iteration, the primal and dual variables update as follow

$$
u[t + 1] = \arg \min_{\nu} \mathcal{L}_\rho(\nu, v[t], \lambda[t]),
$$

$$
v[t + 1] = \arg \min_{v} \mathcal{L}_\rho(\nu[t + 1], v, \lambda[t]),
$$

$$
\lambda[t + 1] = \lambda[t] + \rho (v[t + 1] - v[t + 1]).
$$

Thus, the variables can update sequentially in iterations.
From the formulation of the problem, we can compress and separate the problem for simplicity. We deem that the variable $v_{n,k}^m$ is a global copy of $v_{n,k}$, which means that it is handled by the controller. The problem for updating $\hat{v}_{n,k}^m$ is given by

$$
\min_{u_{m,\cdot}} \sum_{n=1}^{N} \lambda_{n,k} u_{n,k} + \frac{\rho}{2} \sum_{n=1}^{N} \sum_{k=1}^{K} ||\hat{v}_{n,k}^m - v_{n,k}^m||^2_2
\quad \text{s.t.} \quad \sum_{n=1}^{N} u_{n,k} \geq R_k \quad \forall k,
$$

$$
\mu_f \sum_{n=1}^{N} u_{n,k} - \sum_{n=1}^{N} u_{n,k+1} \leq 0 \quad \forall k,
$$

(44)

where $\hat{v}_{n,k}^m$ is a constant passed by the former iteration. For $v_{n,k}^m$, it is considered as the local variable for every VM. Therefore, the problem for each VM of updating $v_{n,k}^m$ is given by

$$
\min_{\hat{v}_{n,k}^m} \sum_{k=1}^{K} \gamma_k v_{n,k}^m + \sum_{k=1}^{K} \lambda_{n,k} + \frac{\rho}{2} \sum_{k=1}^{K} ||\hat{v}_{n,k}^m - v_{n,k}^m||^2_2
\quad \text{s.t.} \quad \sum_{k=1}^{K} \delta_{n,k} v_{n,k}^m \leq C_n \quad \forall m.
$$

(45)

In addition, the dual variable $\lambda_{n,k}$ is updated at each VM simply as

$$
\lambda_{n,k}[t+1] = \lambda_{n,k}[t] + \rho (\hat{v}_{n,k}^m - v_{n,k}^m) \quad \forall n, k, m.
$$

(46)

Therefore, the whole procedure of ADMM is described in Algorithm 2.

C. Analysis

The outer loop is based on Benders decomposition, which is responsible for dealing with binary variables. The convergence of the Benders decomposition is guaranteed if the $\alpha$ is a convex function of $\delta^m$. Thus, the theorem is proposed as follows.

**Theorem 1:** $\alpha$ is a convex function of $\delta^m$, which ensures the outer loop convergence.

The proof of Theorem 1 is illustrated in Appendix. The subproblem is designed as an inner loop iteration based on ADMM. The convergence of the ADMM is illustrated in the following Remark 1.

**Remark 1:** For solving a convex optimization problem, ADMM guarantees to convergence [39]. For the formulated problem, the objective function of the subproblem is closed, proper and convex. Moreover, the constraints are linear, and the strong duality holds for such linear programming. Thus, ADMM for our problem can converge definitely.

Benders decomposition reduces the complexity of solving the original MILP by decomposing the problem into a series of independent smaller subproblems [44]. In each iteration, the Benders cuts eliminate feasible regions without optimal solution [45]. For ADMM adopted in subproblem, it will return $\epsilon$-optimal solution within $O(1/\epsilon^2)$ iterations [46].

The large-scale continuous variables are decoupled for each VM. Although our algorithm is not in a fully distributed manner, there are still many benefits. Firstly, each VM node can update variables without information exchange with other VM nodes which will reduce the cost of signaling. Then, the heavy tasks are allocated to the central controller, which can take full advantage of the calculation ability of the network. It is possible that the subproblem sometimes encounters infeasibility. The method to handle the infeasibility is adding artificial variables, which is explained in [35] in details. However, the cost for this method is introducing a more substantial number of variables which will increase the problem complexity.

D. Algorithm Implementation

The whole procedure of the algorithm is depicted in Fig. 3. Benders decomposition is famous for separating the mixed-integer problems into continuous and discrete problems. ADMM is widely used for decouple the complicated constraints and give a distributed solution. Both of the algorithms are iterative algorithms. Moreover, ADMM is introduced to solve only the subproblem of the Benders decomposition. Thus, the continuous subproblem should have variables coupled constraints for ADMM. The stopping criterions need to be chosen properly according to [47] and [48]. If the threshold is picked too small, it may cost too much time for ADMM to converge. However, if the threshold value is too large, the rough solution may cause the divergence of the algorithm. For the subproblem, the optimization task is done by both controller and VMs using ADMM. The controller is responsible for updating the global copy variable denoting as $u$ and sending them to VMs after the

**Algorithm 2:** Distributed Algorithm for the Subproblem Based on ADMM.

1: Initialize: $t, \lambda, v$
2: while the stopping criterion is not satisfied do
3: Controller update
4: repeat
5: wait
6: until receive updated $\lambda, v$ from all $N$ distributed VMs
7: step 1: Solve the problem in (44) and obtain the optimal solution $\hat{u}$
8: step 2: Then, send $\hat{u}$ to the VMs
9: step 3: Update $t = t + 1$
10: Each VM updates
11: repeat
12: wait
13: until receive updated $\hat{u}$ from the controller
14: step 1: Solve the problem in (45) and obtain the optimal solution $\hat{v}$
15: step 2: Update dual variables:
16: $\lambda[t+1] = \lambda[t] + \rho(\hat{u}[t+1] - \hat{v}[t+1])$
17: step 3: Send the updated $\hat{v}$ and $\lambda[t+1]$ back to the controller for the next iteration
18: end while
calculation. Each VM updates its own variables including the traffic variable and dual variable. Then, they send their updating results back to the controller for the next iteration. This procedure is repeated until convergence. Note that, the subproblem is decoupled and VMs can solve the optimization problem by themselves without knowing information from other VMs. The bounds updating is calculated at the controller. For the master problem, the controller solve a small scale MILP comparing to the original MILP. After each iteration, more Benders cuts will be added to the problem to cut the feasible region and make it smaller and smaller. When the difference between the upper and lower bounds calculated at the controller is smaller than a certain threshold, the optimal resource allocation strategy is obtained. In the vehicular network, the high dynamic scenarios require the mobility of the system. If the system need to be operated at different positions or scenarios, the proposed algorithm framework is still feasible for the most of the cases. Difference of the parameters will not affect the feasibility of the designed architecture. The proposed architecture of NFV is well fitted in the vehicular network. As the service condition is changing, the controller can make efficient computation strategy for the network with this architecture.

V. IMPLEMENTATION USING HADOOP MAPREDUCE

In this section, we introduce an overview of MapReduce programming model and describe the detailed implementation of ADMM-based Benders decomposition in Algorithm 1 using the Hadoop MapReduce framework.

A. MapReduce Programming Model

MapReduce is a programming model for distributed processing of extensive datasets using a large cluster of commodity machines [49]. It has been widely used to perform special-purpose computations both in industry and academia [50]. A MapReduce computation consists of a set of Map tasks and Reduce tasks. The input data will be split into independent blocks and processed by the Map tasks in a completely parallel manner to produce a set of intermediate key-value pairs. Then, all outputs of the mapping operation that share the same intermediate key will be grouped and passed to the same Reducer. Generally, the Map and Reduce steps can be conceptually expressed as [49]

\[
\begin{align*}
\text{map} \quad (k_1,v_1) & \rightarrow \text{list}(k_2,v_2) \\
\text{reduce} \quad (k_2,\text{list}(v_2)) & \rightarrow \text{list}(v_3).
\end{align*}
\]

Apache Hadoop is an open-source software framework written in Java for easily writing the application to process the massive amount of data on computer clusters in reliable, fault-tolerant manner [51]. The core of Hadoop consists of a storage part, which provides the Hadoop Distributed File System (HDFS) architecture, and a processing part which implements the MapReduce computation paradigm. The HDFS manages the storage of data across an entire cluster of machines by splitting files into blocks and distributing them amongst the nodes in the cluster [52]. Then, the data at each node is divided into the fixed-size piece called splits. Each split of data is processed in the Map tasks based on the user-defined Map function to produce a list of key-value pairs. The process of sorting key-value pairs of map tasks and sending them to reducers is handling internally by Hadoop. This allows Hadoop to reduce many complexities such as data partitioning, scheduling tasks across many machines, handling machine failures and performing inter-machine communication [53].

B. Implementation Using Hadoop MapReduce

Each iteration of ADMM in Algorithm 2 can be represented as a MapReduce job as illustrated in Fig. 4. The distributed computations for each VM’s subproblems in (45) are performed by Map tasks, and the central controller subproblem

Fig. 3. The illustration of the Benders decomposition algorithm procedure and the information exchange in subproblem using ADMM.
Algorithm 3: ADMM-Based Bender Decomposition Using Hadoop MapReduce.

1: function MAP(vm_ID, inputData)
2:  Load data of previous iteration from HDFS corresponding to vm_ID
3:  Solve subproblem corresponding to each VM in (45)
4:  Update \( \lambda_n \) using (46)
5:  EMIT \( \{1, \{v_n, \lambda_n\}\} \)
6: end Function

7: function REDUCE(key, Data from Mappers)
8:  Concatenate \( \{v_n, \lambda_n\} \) from all VMs
9:  Solve controller subproblem in (44) for \( u \)
10: if Algorithm 2 is converged then
11:      Calculate Upper bound and Lower bound as in (17)
12:      Solve master problem in (20)
13:      Update \( \delta \)
14: end if
15: EMIT \( \{u, \delta\} \)
16: end Function

17: function MAIN(inputPath, outputPath)
18:  Initialization
19: while \( Q_{up}^t - Q_{down}^t \geq \varepsilon \) do
20:      Run MapReduceJob (inputPath, outputPath)
21:      \( t \rightarrow t + 1 \)
22: end while
23: end Function

computation in (44) and master problem in (20) are performed by a Reduce task. We have total \( N \) Mappers, one for each VM’s subproblem. Each Mapper solves the optimization problem in (44) to obtain \( v_n \). However, solving the problem in (45) for \( v_n[t+1] \) on iteration \( t+1 \) needs to use \( u_n[t] \) and \( \lambda_n[t] \) from the previous iteration. Since MapReduce is not designed to support iterative applications, we facilitate iterative computation for the Joint Bender decomposition and ADMM in Algorithm 1 by writing the output data at each iteration to the HDFS, which will be used as the input data for Mappers in the next iteration. Particularly, each Mapper uses \( vm\_ID \) provided by Hadoop to identify which islanded problem is and loads the corresponding \( \lambda_n[t], u_n[t], \delta[t] \) from HDFS in the previous iteration.

After solving the optimization problem, each Mapper updates values for \( \lambda_n \) using (46). Then, each Mapper emits an intermediate key-value pair, which is \( \{1, \{v_n, \lambda_n\}\} \) to the Reducer. Since in our problem, there is a single Reducer, which plays the role of performing the central controller subproblem and master problem, all the keys in all Map tasks are selected as 1 to force all information from the Mappers is sent to a unique Reducer. Based on all information received from the Mappers, the Reducer solves (44) to obtain \( \{u_n\}_n \). Then, the Reducer checks if Algorithm 2 is converged, it calculates the upper bound, lower bound, and solves the master optimization problem in (20).

The values of \( \{u_n\}_n \) written out to HDFS directly by the Reducer, which will be used as the input data for MapReduce job in the next iteration. The detailed Map tasks and Reduce task in each iteration is illustrated in Fig. 4. The pseudo-code for implementing the Joint Benders decomposition and ADMM Algorithm 1 using Hadoop MapReduce is described in Algorithm 3.

In order to implement our algorithm using Hadoop MapReduce, we set up a cluster with 4 computers. Each computer has an Intel Core2 Quad CPU Q8200, a 4 GB memory, and a 64-bit ubuntu 16.04 OS. In our Java code, we use Gurobi solver to solve the problems in both Mappers and Reducers. The running time is shown in Fig. 5. We run over 100 times and take the average result. From the figure, we can notice that the running time tends to increase with the increase of the number of VM. However, the increasing rate is slow. This is because the major time is caused by write/read data from HDFS and subproblems on different Mappers. If the problem size keeps increasing, the cluster will cost more time to converge. The results show that our algorithm
can be implemented on Hadoop MapReduce, which will benefit us for processing data when the incoming data amount is large.

VI. SIMULATION RESULTS

In this section, we present the simulation results to evaluate the effectiveness of our proposed algorithm. For the service function chain, we assume that the function number \( K = 5 \), which are randomly picked among firewall, proxy, network address translation (NAT) and intrusion detection systems (IDSs), and so on. The corresponding function parameter is stated in Table II, similar to the setup in [9]. The data rate for the service chaining is chosen from the set as \{6, 8, 10, 12, 14\} MB/s according to a Zipf distribution [54]. For our evaluation, we consider a fully connected network. We set the number of VMs \( N \) as 10. For every VM, the capacity is set as a uniformly distributed random number from 1 to 10 [9]. Resources for every VM (CPU, Memory, Disk) are assumed as the same kind of resource. The lower bound \( \alpha^{\text{down}} \) for \( \alpha \) is initialized as a small enough number, according to [35]. We assume that each VNF can at least processed by one VM. All the simulation results are run in MATLAB R2016b. All optimization problems are solved by using CVX. Although the simulation is far from considering all cases in practical networking, the results can give an overview of the effectiveness of our proposed algorithm.

A. Convergence

Fig. 7 and Fig. 6 show the convergence of the proposed algorithms. Fig. 7 presents the average convergence performance of ADMM for solving the subproblem. To verify the convergence, we deploy both centralized and distributed algorithms. The centralized algorithm is deemed as a baseline, which is optimizing subproblem without decomposition. As shown in the figure, the distributed algorithm converges to the same optimal value as the centralized algorithm within several iterations.

In Fig. 6, the average convergence of Benders decomposition is presented. From the figure, we can see that after 3 outer loop iterations, the algorithm converges. The difference between the upper bound and lower bound is decreasing, and then finally converges. One thing needs to be noticed is that the upper bound does not need to be monotonous, but the lower bound is monotonously increasing with the iterations all the time [35].

B. Computational Performance

In Fig. 8, it demonstrates that the relationship between the average execution time and the number of VMs. When the number of VMs is increasing from 10 to 80, the average master problem execution time is increasing. This is due to the fact that

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>PARAMETERS FOR VNFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation cost ( \eta )</td>
<td>0.2772</td>
</tr>
<tr>
<td>Scaling ratio ( \mu )</td>
<td>0.6125</td>
</tr>
<tr>
<td>Traffic cost ( \gamma )</td>
<td>uniformly distributed in the interval [1.2]</td>
</tr>
<tr>
<td>Resource cost ( \phi )</td>
<td>uniformly distributed in the interval [1.10]</td>
</tr>
</tbody>
</table>
more VMs will make the variables scale up. Thus, the time for solving master problem will increase.

In Fig. 9, the average execution time of the subproblem with different numbers of VMs is presented, including both distributed BCD, ADMM, and centralized algorithm. For the distributed BCD algorithm, the execution time increasing fast when the number of VM is increasing. Comparing to ADMM, the distributed BCD solves the subproblem sequentially. Thus, if the number of VM increases, there will be more tasks for distributed BCD to execute. When the number of VMs is increasing, the time for the centralized algorithm is increasing while the distributed algorithm almost remains unchanged. Furthermore, it is shown that when the request data for the SFC increases, the total cost for the system increases. This is due to more traffic volume will bring more costs for the network. After the first iteration, the total cost reduced a lot. The difference of the optimal value between the last two iterations is small.

VII. CONCLUSION

In this paper, we first propose an algorithm framework based on joint Benders decomposition and ADMM to solve the resource allocation in an NFV network. The formulated resource allocation problem, which involves integer and continuous variables, is composed by both VNF placement problem and traffic allocation problem. To solve this mixed integer problem, we design Benders decomposition as the outer loop algorithm to separate the integer variables and continuous variables. The subproblem is continuous and the master problem is discrete. The subproblem with a large-scale of continuous variables is divided into small problems, which are solved distributedly using ADMM. This semi-distributed architecture can release the computation burden of the controller, and increase the flexibility of the system simultaneously. After a finite number of iterations, the optimal solution can be obtained. Then, the implementation of the algorithm for parallel computing using the Hadoop MapReduce software framework is presented. Finally, the simulation results indicate that our proposed algorithm has satisfied convergence and performance.

APPENDIX

PROOF OF BENDERS DECOMPOSITION CONVERGENCE

The convergence of Benders decomposition is determined by the convexity of $\alpha$. Thus, we only need to prove the $\alpha$ is a convex function of $\delta^{m}$. After three iterations, we give three results for the iterations and the outer-loop iteration 3 is optimal for the optimization.

The convergence of Benders decomposition is determined by the convexity of $\alpha$. Thus, we only need to prove the $\alpha$ is a convex function of $\delta^{m}$. The proof of Benders decomposition convergence is given below.

First of all, it is obvious that constraints for (6) construct a convex polytope, and the constraints for the subproblem is a subset of (6). We assume that the two feasible solution sets for the problem in (6) are $\delta^{m,(1)}$, $v^{m,(1)}$ and $\delta^{m,(2)}$, $v^{m,(2)}$. The

C. System Performance

In Fig. 10, the total system cost versus request data rate of SFC is presented. Note that, since the outer loop is terminated after three iterations, we give three results for the iterations and the outer-loop iteration 3 is optimal for the optimization. Furthermore, it is shown that when the request data for the SFC increases, the total cost for the system increases. This is due to more traffic volume will bring more costs for the network. After the first iteration, the total cost reduced a lot. The difference of the optimal value between the last two iterations is small.

After three iterations, we give three results for the iterations and the outer-loop iteration 3 is optimal for the optimization. Furthermore, it is shown that when the request data for the SFC increases, the total cost for the system increases. This is due to more traffic volume will bring more costs for the network. After the first iteration, the total cost reduced a lot. The difference of the optimal value between the last two iterations is small.
solutions are associated by
\[ \alpha(\delta^{m,(1)}) = Q_t \left( v^{m,(1)} \right), \]
\[ \alpha(\delta^{m,(2)}) = Q_t \left( v^{m,(2)} \right). \]

(47) (48)

Thus, the linear combination of the solutions can be expressed as
\[ \delta^{m,(3)} = \beta \delta^{m,(1)} + (1 - \beta) \delta^{m,(2)}, \]
\[ v^{m,(3)} = \beta v^{m,(1)} + (1 - \beta) v^{m,(2)}. \]

(49) (50)

The objective function of the subproblem at \( v^{m,(3)} \) is given by
\[ Q_t(\mathbf{v}^{m,(3)}) = \sum_{k=1}^{K} \sum_{n=1}^{N} \gamma_k \sum_{m=1}^{T} v^{m,(3)}_{n,k}. \]
\[ = \sum_{k=1}^{K} \sum_{n=1}^{N} \beta \delta^{m,(1)}_{n,k} + (1 - \beta) \gamma_k \sum_{m=1}^{T} v^{m,(2)}_{n,k}. \]
\[ = \beta \sum_{k=1}^{K} \sum_{n=1}^{N} \delta^{m,(1)}_{n,k} + (1 - \beta) \sum_{k=1}^{K} \sum_{n=1}^{N} \gamma_k \sum_{m=1}^{T} v^{m,(2)}_{n,k}. \]

(51) (52) (53)

When the binary variable is fixed as \( \delta^{m,(3)} \), the subproblem’s optimal solution \( \mathbf{v}^{m,(3)} \) can be obtained. So we have the following conclusion
\[ Q_t(\mathbf{v}^{m,(3)}) \leq Q_t(\mathbf{v}^{m,(3)}). \]

(54) (55)

Thus, we proved the convexity of \( \alpha \) with variables \( \delta^{m} \) by the inequality as follows
\[ \alpha(\delta^{m,(3)}) \leq \beta \alpha(\delta^{m,(1)}) + (1 - \beta) \alpha(\delta^{m,(2)}). \]

(56)
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