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Generative Al - ChatGPT

Eric Wenger @metawenger - 2h

Futur Empires : Space Queens #

(Cyber princess from hyper future series)
Stable diffusion SDXL & mixed models

#aiart #aiartwork
#aiartcommunity #scifi #scifiart
#virtualphotography #portraits
#stablediffusion

Prompt: "An astronaut on the moon"

Control Stable Diffusion with Human Pose
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Day [3: ControlNet for Stable
Diffusion UI

Run ControlNet models, no code.

ControlNet models have spectacular
capabilities:

- Build artistic QR codes and logos.

- Sketch an image and bring t to life.
- Swap out someone’s clothing

- Generate a new character from a
pose.

Q1 s O=z

0 Post your reply
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Diffusion Model
* DDPM, DDIM



% Overview

GAN: Adversarial
training

VAE: maximize
variational lower bound

Flow-based models:
Invertible transform of
distributions

Diffusion models:
Gradually add Gaussian
noise and then reverse
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https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
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Diffusion models are inspired by non-equilibrium
thermodynamics.

They define a Markov chain of diffusion steps to
slowly add random noise to data and then learn to
reverse the diffusion process to construct desired
data samples from the noise.

Unlike VAE or flow models, diffusion models are
learned with a fixed procedure and the latent
variable has high dimensionality (same as the
original data).



Deep Unsupervised Learning using
Nonequilibrium Thermodynamics

Jascha Sohl-Dickstein
Stanford University

Eric A. Weiss
University of California, Berkeley

Niru Maheswaranathan
Stanford University

Surya Ganguli
Stanford University

Abstract

A central problem in machine learning involves
modeling complex data-sets using highly flexi-
ble families of probability distributions in which
learning, sampling, inference, and evaluation
are still analytically or computationally tractable.
Here, we develop an approach that simultane-
ously achieves both flexibility and tractability.
The essential idea, inspired by non-equilibrium
statistical physics, is to systematically and slowly
destroy structure in a data distribution through
an iterative forward diffusion process. We then
learn a reverse diffusion process that restores
structure in data, yielding a highly flexible and
tractable generative model of the data. This ap-
proach allows us to rapidly learn, sample from,
and evaluate probabilities in deep generative
models with thousands of layers or time steps,
as well as to compute conditional and posterior
probabilities under the learned model. We addi-
tionally release an open source reference imple-
mentation of the algorithm.

JASCHA @STANFORD.EDU
EWEISS @BERKELEY.EDU
NIRUM @STANFORD.EDU

SGANGULI@STANFORD.EDU

these models are unable to aptly describe structure in rich
datasets. On the other hand, models that are flexible can be
molded to fit structure in arbitrary data. For example, we
can define models in terms of any (non-negative) function
¢(x) yielding the flexible distribution p (x) = @, where
Z is a normalization constant. However, computing this
normalization constant is generally intractable. Evaluating,
training, or drawing samples from such flexible models typ-
ically requires a very expensive Monte Carlo process.

A variety of analytic approximations exist which amelio-
rate, but do not remove, this tradeofffor instance mean
field theory and its expansions (T, 1982; Tanaka, 1998),
variational Bayes (Jordan et al., 1999), contrastive diver-
gence (Welling & Hinton, 2002; Hinton, 2002), minimum
probability flow (Sohl-Dickstein et al., 2011b;a), minimum
KL contraction (Lyu, 2011), proper scoring rules (Gneit-
ing & Raftery, 2007; Parry et al., 2012), score matching
(Hyvirinen, 2005), pseudolikelihood (Besag, 1975), loopy
belief propagation (Murphy et al., 1999), and many, many
more. Non-parametric methods (Gershman & Blei, 2012)
can also be very effective!.

https://proceedings.mlr.press/v37/sohl-dickstein15.html

https:.//www.youtube.com/watch?v=XCUINHP1TNM&ab

_channel=NickAliJahanian

Data distribution

The essential idea is to:

Motivation: Estimating small perturbations is more tractable than
explicitly describing the full data distribution.

1. systematically and slowly destroy the structure in a data

distribution through an iterative forward diffusion process.

2. learn a reverse diffusion process that restores data structure,

yielding a highly flexible and tractable regenerative model.

Observation 1: Diffusion
Destroys Structure

Dye density represents probability
density

Goal: Learn structure of probability
density

Observation: Diffusion destroys
structure

——]  Uniform distribution

Core Idea: Recover
Structure by Reversing Time

Data distribution

+ What if we could reverse time?
+ Recover data distribution by starting

from uniform distribution and running
dynamics backwards

s niiform distribution



Denoising Diffusion Probabilistic Models

Jonathan Ho Ajay Jain
UC Berkeley UC Berkeley

Images generated unconditionally by our probabilistic model.

These are not real people, places, animals or objects.

https://hojonathanho.qgithub.io/diffusion/
https://zhuanlan.zhihu.com/p/637815071

Pieter Abbeel
UC Berkeley

Paper (high-res, 98 MB) Paper (arXiv, 10 MB)
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Demonstrate that diffusion models are capable of generating high

quality samples.

Use variational lower bound
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https://hojonathanho.github.io/diffusion/

Model

2. then feed model a noise, will model
produce a cyberpunk-like pic?

Model

2. then feed model a noise, will model

1. feed model a set of human faces pics produce a pic of virtual human face?

https://zhuanlan.zhihu.com/p/637815071
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If you feed the model a bunch of cyberpunk-style pictures, let
the model learn cyberpunk-style distribution information.

Then feed the model a random noise, you can make the model
produce a realistic cyberpunk photo.

The essential role of DDPM is to learn the distribution of
training data and produce real pictures that match the
distribution of training data as much as possible.
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Diffusion process: adds Gaussian noise added for each step q(xe|xe—1)

Denoise process: reverse the picture from noise q(xe_q|x;)

https://zhuanlan.zhihu.com/p/622800350
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Tt =Tt—1 T €E=To T € T € T...T€ > T = /T + V1 — oue
Given X, how to directly obtain x; without sampling many times? q(x;|xg)

As the number of steps increases, the less original information content in the picture and the more noise
there is. We can give the original picture and noise a weight to calculate:

xt =1/C_ltxO+»\/1_C_ltE
a;=1—p;
ar = 109 . ..0%

P 1s a constant hyperparameter. As T increases, they become larger and larger.

https://zhuanlan.zhihu.com/p/622800350
https://zhuanlan.zhihu.com/p/637815071



https://zhuanlan.zhihu.com/p/622800350
https://zhuanlan.zhihu.com/p/637815071
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q(xe—1lxe) = po(xe—1]x¢)

<

Denoise Process

A4

time_step: 1000 time_step: 1

UNet Model to

Predict Noise Predict Noise

UMMdm_- .

—

https://zhuanlan.zhihu.com/p/637815071
https://www.zhangzhenhu.com/aigc/%E6%89%AI%NEGUI5UAIUEOCUABNS2%E 7% E%S 7%EBUAB%
ATWESHOEU8R html



https://zhuanlan.zhihu.com/p/637815071
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Xt =\/c_l_tx0 +1—ae

Algorithm 1 Training The noise by the sample at the t-th time e ~ N (0, I)
. 1s our noise ground truth.
1: repeat
2: xo ~ q(xo) : . — —
3: ¢ ~ Uniform({1 TY}) The predicted noise is: €g(y/Arxg ++/1 — A€, t)
4: €~ N(0,I)
5: Take gradient descent step on Regardless of any input data or any step, the model is to
Ve ||e —lea(vVarxo + V1 — ae, t predict a noise from a Gaussian distribution.
6: until converged
Algorithm 2 Sampling For the trained model, starting from T, we pass in a noise (or a
1: xr ~N(0,1) picture with noise added) and gradually remove the noise.
2: fort =T,...,1do according to x; = /d;xy + /1 — a;€, we can get the relationshi
3: z~N(0,I)ift>1,elsez=0 ) 20X =% - e P
. e > etween x; and x;_q.
4: Xit_1 = Tor (Xt — \/T—atteg()(t,t)) + ot2Z
5: end for The o,z is an additional term added to increase the randomness.
6: return xo

https://zhuanlan.zhihu.com/p/650394311
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encoder decoder
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for , desc="Inference"
Sampling process can be much faster with non- -
. . . mean, log_var :
Markovian diffusion process. if time_step > 0:
noise = torch.randn_like(x_t)
else:
noise = @
DO not need to retrain the DDPM x_t = mean + torch.exp(0.5 * log_var) x noise
x 0 =xt

T=100 or i, j in tgdm( (t_seq)), , desc='Inference'):
t = x_t.new_ones([x _T.shape[@], ], dtype=torch.long) * i
DDPM Xt 100 99 2 1 prev_t = x_t.new_ones([x_T.shapel@],

X_{t-1} 99 a8 1 0 alpha_cumprod_t = extract(self.alphas_bar_prev_whole, t, x_t.shape)
alpha_cumprod_t_prev = extract(self.alphas_bar_prev_whole, prev_t, x_t.shape)

Lf.model(x_t, t - 1)

.predict_xstart_from_eps(x_t, t - 1, eps)

dip_denoised:

T=100
x_t 100 80 60 40 20
DDIM sigma_t = self.ddim_eta * torch.sqrt(
X {t-1} 80 60 40 20 0 1 - alpha_cumprod_t_prev) / (1 - alpha_cumprod_t) * (1 - alpha_cumprod_t / alpha_cumprod_t_prev))

pred_dir_xt = torch.sqrt(1 - alpha_cumprod_t_prev - sigma_t *x 2) x eps

x_prev = torch.sqrt(alpha_cumprod_t_prev) * x_@ + pred_dir_xt + sigma_t %% 2 % torch.randn_like(x_t)
X_t = x_prev

https://www.zhangzhenhu.com/aigc/ddim.html
https://zhuanlan.zhihu.com/p/666552214



https://www.zhangzhenhu.com/aigc/ddim.html
https://zhuanlan.zhihu.com/p/666552214
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Diffusion Model

* OpenAl help push the diffusion model

14



Eil% Diffusion Beats GAN

Diffusion Models Beat GANs on Image Synthesis

Improve the UNet
Attention BigGAN Rescale FID FID
Sammcls.. Bepth,. Hea resolutions  up/downsample resblock 700K 1200K
160 2 1 16 X X 1533 1321
128 4 021  -0.48
4 -0.54  -0.82
32,16,8 0.72 -0.66
v -1.20 -1.21
v 0.16 0.25
160 2 4 32,16,8 v X -3.14  -3.00

Number of heads

Channels per head  FID

1

14.08

o0 B

-0.50
-0.97
-1.17
32 -1.36
64 -1.03
128 -1.08

https://sunlin-ai.github.io/2022/05/30/guided -diffusion.html#fn:1

https://arxiv.org/pdf/2105.05233.pdf
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Increasing depth versus width, holding model size relatively
constant.

Increasing the number of attention heads.

Using attention at 32 x32, 16x 16, and 8x8 resolutions rather
than only at 16x 16.

Using the BigGAN residual block for upsampling and
downsampling the activations.

Rescaling residual connections with 1/4/2


https://sunlin-ai.github.io/2022/05/30/guided-diffusion.html
https://arxiv.org/pdf/2105.05233.pdf

%?—E Diffusion Beats GAN

Diffusion Models Beat GANs on Image Synthesis
Classifier guided

Modify after training the diffusion model

Algorithm 1 Classifier guided diffusion sampling, given a diffusion model (pg(z¢), Xo(z:)), classi-
fier ps(y|z:), and gradient scale s.

Input: class label y, gradient scale s
27 + sample from (0, I)
for all ¢ from 7"to 1 do
s IR o [.l.()(l‘g), E0(1:!)
Ty-1 + sample from N (u + sX V;, log ps(y|z:), X)
end for
return g

Algorithm 2 Classifier guided DDIM sampling, given a diffusion model ey (), classifier py(y|z¢),
and gradient scale s.

Input: class label y, gradient scale s
zp « sample from N(0,1)
for all £ from 7' to 1 do
€ — ep(zy) — V1 — @, V,, log ps(y|zy)
Zey e Ey (BYEEE) + T= G, e
end for
return

https://sunlin-ai.github.io/2022/05/30/guided-diffusion.html#fn:1
https://arxiv.org/pdf/2105.05233.pdf
https://space.bilibili.com/13355688/?spm_id_from=333.999.0.0
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4401024 4040024 ¢

def cond_fn(x, t, y-None):
rt y None
it th enable_grad():

x_in - x.detach().requires_grad_(True)

logits - classifier(x_in, t)
log_probs - F.log_softmax(logits, dim )
selected - log_probs[range(len(logits)), y.view( 1)]

irn th.autograd.grad(selected.sum(), x_in)[@]

=P Conv
=> DownSampleBlock
=> DownBlock = Residual + Attn
=> No Operation
MiddleBlock
=> UpBlock = Residual + Attn

=> i\ J3Tim eEmbaddini

--» Concat

args.classifier_scale



https://sunlin-ai.github.io/2022/05/30/guided-diffusion.html
https://arxiv.org/pdf/2105.05233.pdf
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GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided Diffusion Models

Classifier-free guided
Modify during training the diffusion  the label y in a class-conditional diffusion model €g (x;|y) is replaced

with a null label @ with a fixed probability during training.

During sampling, the output of the model is extrapolated further in the
direction of €45 (x;|y) and away from €4 (x;|D) as follows:

€o(ze|y) = eg(xe]D) + s - (eg(xi|y) — €a(t]0))

To implement generic text prompts, they sometimes replace text captions
with an empty sequence @ during training.

Then guide towards the caption ¢ using the modified prediction:

A A

“aman wearing a white hat”

Figure 2. Text-conditional image inpainting examples from GLIDE. The green region is erased, and the model fills it in conditioned on the
given prompt. Our model is able to match the style and lighting of the surrounding context to produce a realistic completion.

€o(zi|c) = €g(z4]0) + s - (ea(zt]c) — €p(z4]0))
https://arxiv.org/abs/2112.10741

https://www.zhihu.com/question/507688429/answer/3111462670

link3



https://arxiv.org/abs/2112.10741
https://www.zhihu.com/question/507688429/answer/3111462670
https://blog.csdn.net/m0_59596990/article/details/122084164?spm=1001.2101.3001.6650.1&utm_medium=distribute.pc_relevant.none-task-blog-2%7Edefault%7ECTRLIST%7ERate-1-122084164-blog-129740704.235%5Ev40%5Epc_relevant_3m_sort_dl_base3&depth_1-utm_source=distribute.pc_relevant.none-task-blog-2%7Edefault%7ECTRLIST%7ERate-1-122084164-blog-129740704.235%5Ev40%5Epc_relevant_3m_sort_dl_base3&utm_relevant_index=2

UNIVERSITY of

HOUSTON

CULLEN COLLEGE of ENGINEERING
Department of Electrical & Computer Engineering

GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided Diffusion Models

CLIP guided
Modify during training the diffusion

A

“a man weanng a white hat™

Figure 2. Text-conditional image inpainting examples from GLIDE. The green region is erased, and the model fills it in conditioned on the
given prompt. Our model is able to match the style and lighting of the surrounding context to produce a realistic completion.

https://arxiv.org/abs/2112.10741
https://www.zhihu.com/question/507688429/answer/3111462670
link3

CLIP model consists of two separate pieces: an image encoder
f (x) and a caption encoder g(c). During training, batches of
f(x) - g(c)pairs are sampled from a large dataset.

fio(zi|c) = po(zelc) + s - Bg(ze|e)Va, (f(z¢) - 9(c))


https://arxiv.org/abs/2112.10741
https://www.zhihu.com/question/507688429/answer/3111462670
https://blog.csdn.net/m0_59596990/article/details/122084164?spm=1001.2101.3001.6650.1&utm_medium=distribute.pc_relevant.none-task-blog-2%7Edefault%7ECTRLIST%7ERate-1-122084164-blog-129740704.235%5Ev40%5Epc_relevant_3m_sort_dl_base3&depth_1-utm_source=distribute.pc_relevant.none-task-blog-2%7Edefault%7ECTRLIST%7ERate-1-122084164-blog-129740704.235%5Ev40%5Epc_relevant_3m_sort_dl_base3&utm_relevant_index=2
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_ Classifier guidance Classifier free guidance

Retrain the model? no Yes

Train other model? Yes, train a classifier model No, directly use Clip

Results Only can control the category Any conditions.
in the classifier model

classifier_model = ...
y=1 clip_model = ...

1 text = "a dog"
uidance_scale = 7.5 ‘
9 s text_embeddings = clip_model.text_encode(text)

empty_embeddings = clip_model.text_encode("")
text_embeddings = torch.cat(empty_embeddings, text_embeddings)

noise_pred = gﬂﬂg(input, t, encoder_hidden_states=text_embeddings).sample
noise_pred_uncond, noise_pred_text = noise_pred.chunk(2)
noise_pred = noise_pred_uncond + guidance_scale * (noise_pred_text - noise_pred_uncond)

class_guidance = classifier_model.get_class_guidance(input,
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Hierarchical Text-Conditional Image Generation with CLIP Latents

_ CLIP objective
-

“a corgi
playing a
flame
throwing
trumpet”

https://arxiv.org/pdf/2204.06125.pdf
https://zhuanlan.zhihu.com/p/526438544

Step 1: train the CLIP model to get text encoder and image
encoder.

Step 2: train the prior, try to make text representation to image
representation(diffusion model).

Step 3: train the decoder, rebuild the picture from text
representation.

"a corgi
playing a
] O
ﬂa‘me — e
throwing O
trumpet” prior



https://arxiv.org/pdf/2204.06125.pdf
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Diffusion Model

 Latent Diffusion Models and Latent Consistency Model
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High-Resolution Image Synthesis with Latent Diffusion Models

a R T . . . . .
. \ atentSpece Conditioning . To Jower the computational demands of training diffusion
x 1 Diffusion Process manti . . . .
@ models towards high-resolution image synthesis, we observe
( Denoising U-Net €g b Text

. that although diffusion models allow to ignore perceptually
==e | jrrelevant details by undersampling the corresponding loss

terms.

maaes
Mages

Pixel Space)

. .
A = ﬂ
O

denoising step crossattention  switch  skip connection concat

Figure 3. We condition LDMs either via concatenation or by a
more general cross-attention mechanism. See Sec. 3.3

https://arxiv.org/pdf/2204.06125.pdf
https://zhuanlan.zhihu.com/p/526438544



https://arxiv.org/pdf/2204.06125.pdf

Eﬂlllzj Latent Consistency Model

Consistency Model

Figure 1: Given a that smoothly
converts data to noise, we learn to map any point (e.g., Xy,
x¢, and x7) on the ODE trajectory to its origin (e.g., Xo)
for generative modeling. Models of these mappings are
called consistency models, as their outputs are trained to be
consistent for points on the same trajectory.

https://wrong.wang/blog/20231111-consistency-is-all-you-need/
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Consistency Model adds a new constraint:

every point on the noisy trajectory from a certain sample to a
certain noise can be mapped to the starting point of this
trajectory through a function f. Obviously, the points on the
same trajectory will be the same point after f mapping. This
1s also the loss constraint used when training the Consistency
Model.

CM defines a consistency function f: (x;, t) = x. (x, is the
sampled result), there are two features:

f(xe, €) = x¢

f(xe,t1) = f (e, t2)
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Ei!l;] Latent Consistency Model

Consistency Model
f(xel 6) = Xe : 1
Model fi fit f.
F(rents) = f(xe, ts) Consistency Model is to find a fg to fit f
Data g Step 1: according to [2], define fp:
N \
— = Jo(z,t) = csrip(t)T + Cout (t) Fo(z,t)
o (xz, T)
(0,0 20ttt o ?) o2 Odata(t — €)
) Corin(t) = data  Cout(t) = wson
P Folor ) / kip (%) (t—e)?+o03,, +(2) Vit +ok,

Figure 2: Consistency models are trained to map points on Step 2: Add consistency distillation loss
any trajectory of the to the trajectory’s origin.

L(0,07;¢) =
IE[)‘(tn)d(fa(xtn+1 ) t,1+1), fO— (i;i?, 9 tn ))]

[1] https://wrong.wang/blog/20231111 -consistency-is-all-you-need/
[2] Elucidating the Design Space of Diffusion-Based Generative Models



https://wrong.wang/blog/20231111-consistency-is-all-you-need/
https://arxiv.org/pdf/2206.00364.pdf

UNIVERSITY of

HOUSTON

CULLEN COLLEGE of ENGINEERING
Department of Electrical & Computer Engineering

Ei!lj] Latent Consistency Model

Consistency Model
f(xél 6) — xE
fxe, t1) = f(xe, ) Then it can do the sampling:
Add Noise
Algorithm 1 Multistep Consistency Sampling
Add Noise

Input: Consistency model fg(-,-), sequence of time
/\ points 7, > 75 > -+ > T)_1, initial noise X
Data X «— fO()A(T,T)

= Noise
forn=1to N —1do
Sample z ~ N (0, I)
Xr, — X+ +/T2 — €22
n fe()A{’,-n,Tn)
end for
Output: x

AMx_t2, t2)

x_T, M

https://wrong.wang/blog/20231111-consistency-is-all-you-need/
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% Latent Consistency Model

Latent Consistency Model

Algorithm 1 Latent Consistency Distillation (LLCD)

Input: dataset D, initial model parameter @, learning rate 7, ODE solver W(-, -, -, -), distance metric d(-, ),

EMA rate p, noise schedule a(t), o(t), guidance scale [wmin, wma ], skipping interval £, and encoder £(-) [.atent VAE E()

Encoding training data into latent space: D. = {(z,¢)|z = E(=z), (x,c) € D}

6 « 0

repeat 1 .
Sample (2,¢) ~ D.,n ~U[1, N — k] and w ~ [wWmin, Wmax] CFG Guidance Scale [Wmln' Wmax]
Sample 2, ., ~ N(a(tn+k)z; o (tnir)])
20, 4 2ty + (L+ @) W2t 4 tntks tny €) = WU(2Z, 0 tntks tn, D) Diffusion skip number k
L£(0,07;) « d(fo(2t, s, w; € tnik), Fo- (20.% ,w, ¢, tn))
@« 0 —-nVel(6.67)
6~ « stopgrad(pu@~ + (1 — pu)0)

until convergence

https://wrong.wang/blog/20231111-consistency-is-all-you-need/
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Latent Consistency Model

Algorithm 1 Latent Consistency Distillation (LCD)

Input: dataset D, initial model parameter @, learning rate 7, ODE solver W(-, -, -, ), distance metric d(-, -),
EMA rate p, noise schedule «(t), o(t), guidance scale [wmin, Wmax], skipping interval &, and encoder E(-)
Encoding training data into latent space: D: = {(z, ¢)|z = E(z). (x, ) € D}
0 « 60
repeat

Sample (z,¢) ~ D.,n~U[1, N — k] and w ~ [wamins Wax)

Sample z;, ., ~ N(a(tn+k)z; 0% (tnr)])

z‘;"’;*' = z’..¢l.- + (l R '.4,-')‘[/(}:,” ;L--’n-k-frnc) 3y ‘w'q’(‘zlnvk-fvn‘,k.tn.Z)

£(0,07; %) «— d(fo(2t, 1>w; € tntk), Fo- (20077, w, €, tn))
0« 0—nVel(6.607)
60~ « stopgrad(p@~ + (1 — u)0)

until convergence

https://wrong.wang/blog/20231111-consistency-is-all-you-need/
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Step 1: sample dataset (z, c) (the picture latent and text),
choose n as the diffusion timestamp, and w as Guidance
Scale.

Step 2: Do the diffusion, get z,,,

Step 3: Do the denoise with DDIM diffusion scheduler
or DPM-Solver.

Step 4: Compute the consistency loss based on z,, ., Z,,.
Step 5: Update model.

Step 6: Do the EMA.
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%E—E Latent Consistency Model

Latent Consistency Model

-Steps Inference

https://wrong.wang/blog/20231111-consistency-is-all-you-need/
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EE-E Latent Consistency Model

Latent Consistency Model

- ——————————— -
. o

> B ' :
Figure 2: Text-to-Image generation results on LAION-Aesthetic-6.5+ with 2-, 4-step inference. Images gen-
erated by LCM exhibit superior detail and quality, outperforming other baselines by a large margin.

https://wrong.wang/blog/20231111-consistency-is-all-you-need/



UNIVERSITY of

HOUSTON

CULLEN COLLEGE of ENGINEERING
Department of Electrical & Computer Engineering

Diffusion Model

e How can we use it?
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Ei% How can we use

Diffusers v . D §ffusers
https://huggingface.co/docs/diffusers/index

>>> from diffusers import DDPMPipeline (=

>>> ddpm = DDPMPipeline.from_pretrained(“google/ddpm-cat-256", use_safetensors=True).to("cuda")
>>> image = ddpm(num_inference_steps=25).images[0]
>>> image

For using DDPM, you can:
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Eil% How can we use

Diffusers v . D §ffusers
https://huggingface.co/docs/diffusers/index

from diffusers import AutoPipelineForText2Image
import toxch

pipeline = AutoPipelineForText2Image.from_pretrained(
FOI' USil’lg LDM, you can: “runwayml/stable-diffusion-v1-5", torch_dtype=torch.floatl6, use_safetensors=True
).to("cuda")

prompt = "peasant and dragon combat, wood cutting style, viking era, bevel with rune"

image = pipeline(prompt, num_inference_steps=25).images([0]
image
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Ei!l;] How can we train

Diffusers v D A ffusers

For training diffusion model, you can follow the step:

STEP 1: Build your own dataset.
https://huggingface.co/docs/datasets/v2.4.0/en/image load#imagefolder-with-metadata

For DDPM, you can just need some pictures. For text-to-image, you have to make a text-image pair.

edan_url source stage image image_hash sim_score image text

string string float64 image string float64 image string - lengths
»t/ark: /65665/35£90bcld- X . Smithsonian By .E
3c-611d7b358636 edanmdm: nmnheducation_11038234 Education_ Lo S ; 1b0b8749d437efc70a26e54212b3572¢ 0.80552 =% - ——
st/ark:/65665/3f4d0cc10- . 7 Smithsonian Y ot
374 ceiseska edanmdn: nmnheducation_11038220 7. B e " 9657726e69494021d1¢9929ee7b375fa  ©.810842 e a drawing of a green pokemon with red eyes
3t/ark:/65665/33446acdf- 4. \nin: nmnheducation_11038238  omithsonian 9303ab0ac75£d0d3047ba987d268£871  ©.813563
>a-d789385acdcc Education.. p

D o a green and yellow toy with a red nose
3/ark:/65665/359£152d7- oy nmnheducation_11038217  orithsonian 1 3726a5fa£63c3d70db5d433765b53ba9  0.813736
28-034a14006aa6 Education..
— a red and white ball with an angry look on its face
3t/ark:/65665/350calsb- oy nnin: nunheducation_11038213  omithsonian v 3aa4d93629910b3fe1165c4£c20033fc  0.81446 o
:9-cfe993468eca Education..
-

a cartoon ball with a smile on it's face


https://huggingface.co/docs/datasets/v2.4.0/en/image_load

UNIVERSITY of

HOUSTON

CULLEN COLLEGE of ENGINEERING
Department of Electrical & Computer Engineering

EE_HI%I] How can we train

v . D §ffusers

Image Generation STEP 2: make it into train dataloader.
https://huggingface.co/docs/diffusers/tutorials/basic training

config = ()
config.dataset_name = "huggan/smithsonian_butterflies_subset"
dataset = load_dataset(config.dataset_name, split="train")

m 40.4s

Using the latest cached version of the dataset since huggan/smithsonian_butterflies_subset couldn't be found on the Hugging Face Hub
Found the latest cached dataset configuration 'default' at

train_dataloader = .utils.data.Dataloader(dataset, batch_size=config.train_batch_size, shuffle=



https://huggingface.co/docs/diffusers/tutorials/basic_training
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D § ffusers

Image Generation STEP 3 — Model and Scheduler Build

from import

from import
sample_image = dataset[@] ["images"].unsqueeze(0)
model = Ul ( noise_scheduler = ! (num_train_timesteps=1000)
sample_size=config.image_size, noise = .randn(sample_image.shape)
in_channels=3, timesteps = . ([999])
out_channels=3, noisy_image = noise_scheduler.add_noise(sample_image, noise, timesteps)
layers_per_block=2, 0.0s

block_out_channels=(128, 128, 256, 256, 512, 512),
down_block_types=|

"DownBlock2D",

"DownBlock2D",

"DownBlock2D",

"DownBlock2D",
"AttnDownB lock2D",
"DownBlock2D",

!’

up_block_types=( Deﬁne the DDPMSChedUIer

"UpBlock2D",

"AttnUpBlock2D",

"UpBlock2D",

"UpBlock2D",

"UpBlock2D",

"UpBlock2D",
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D § ffusers

Image Generation STEP 4 — Define the training

Random some timestep

, batch in (train_dataloader):
clean_images = batch["images"]

noise = .randn(clean_images.shape, device=clean_images.device)
bs = clean_images.shape[0]

Add some noise

timesteps = .randint(
@, noise_scheduler.config.num_train_timesteps, (bs,), device=clean_images.device, °
ki s Model predict

Get the loss

noisy_ images = noise_scheduler.add noise(clean_images, noise, timesteps)
with accelerator.accumulate(model):
noise pred = model(noisy images, timesteps, return_dict=

loss = F.mse_loss(noise_pred, noise)
accelerator.backward(loss)
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EE_HI%I] How can we train

v . D §ffusers

Image Generation STEP 5 — Define the evaluate

Load model

.from_pretrained("/home/chenweilong/diffusion_model_learn/ddpm-butterflies-128")

> Get images

image = pipe().images[0]

image

4m 17.5s

Loading pipeline components...: 100% _ 2/2 [00:00<00:00, 3.58it/s]
100% [ 1000/1000 [04:16<00:00, 3.94it/s]
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Text-to-Image STEP 2: choose a base model and load model
https://huggingface.co/models

Load noise scheduler

noise_scheduler = ! .from_pretrained(args.pretrained_model_name_or_path, subfolder="scheduler")
tokenizer = .from_pretrained( Load text encoder

args.pretrained_model_name_or_path, subfolder="tokenizer', revision=args.revision
]
text_encoder = .from_pretrained( Load VAE

args.pretrained_model_name_or_path, subfolder="text_encoder", revision=args.revision
: : — Load UNet
vae = .Trom_pretrained(

args.pretrained_model_name_or_path, subfolder="vae", revision=args.revision, variant=args.variant
) ( —) [ Latent Space R\ 6°ndiﬁ°nina
uneL = LIrom_precraineay 8 - Diffusion Process manti

args.pretrained_model_name_or_path, subfolder="unet", revision=args.revision, variant=args.variant ~ [ M;

L ( Denoising U-Net €y \zp ) Text
( Repres )
unet.requires_grad_( ) [ \entations
vae.requires_grad_( ) D
text_encoder.requires_grad_( | .
27
Pixel Space) |
— ™ 2.~ To
bd & -

denoising step crossattention  switch  skip connection concat T —

Figure 3. We condition LDMs either via concatenation or by a
more general cross-attention mechanism. See Sec. 3.3


https://huggingface.co/models
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v . D §ffusers
Text-to-Image STEP 3: choose a way to train: LORA training
https://github.com/huggingface/diffusers/tree/main/examples/text to image

W, € Rx*

h )
A PR Wo+ AW =Wy +BA BecRY,AcR™ and r < min(dk)

Pretrained unet_lora_config =
WETEGIS r=args.rank,

lora_alpha=args.rank,
init_lora_weights="gaussian"
target_modules=["to_k", "

)

unet.add_adapter(unet_lora_config)



https://github.com/huggingface/diffusers/tree/main/examples/text_to_image

EEI] How can we train
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v . D §ffusers

Text-to-Image STEP 4: encode the text

tokenize_captions(examples, is_train=
captions = []
for caption in examples[caption_column]:
if isinstance(caption, ):
captions.append(caption)
elif isinstance(caption,

captions.append( .choice(caption) if is_train else caption[0])

(

"Caption column "{caption_column}  should contain either strings or lists of strings."

)
inputs = tokenizer(

captions, max_length=tokenizer.model_max_length, padding="max_length", truncation= , return_tensors="pt"

)

return inputs.input_ids

UNIVERSITY of

HOUSTON

CULLEN COLLEGE of ENGINEERING
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Text tokenizer to make
text to IDs.
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Figure 3. We condition LDMs either via concatenation or by a

Text-to-Image STEP 5: train the mOdel more general cross-attention mechanism. See Sec. 3.3

get latent representation

for step, batch in (train_dataloader):
with accelerator.accumulate(unet):

latents = vae.encode(batch["pixel_values"].to(dtype=weight_dtype)).latent_dist.sample()
latents latents *x vae.config.scaling_factor
noise = torch.randn_like(latents)

bsz = latents.shape[0] Random timestamp

timesteps = .randint(@, noise_scheduler.config.num_train_timesteps, (bsz,), device=latents.device)

noisy_latents = noise_scheduler.add_noise(latents, noise, timesteps) Add noise
encoder_hidden_states = text_encoder(batch|"input 1ds"]|) (0]

model_pred = unet(noisy_ latents, timesteps, encoder_hidden_states).sample Text representation

loss =
Model predict

avg_loss = accelerator.gather(loss.repeat(args.train_batch_size)).mean()
train_loss += avg_loss.item() / args.gradient_accumulation_steps




UNIVERSITY of

1"} How can we train HEUSTON

Department of Electrical & Computer Engineering

v . D §ffusers
Text-to-Image STEP 6: evaluate

from

import

d-pokemon-mode l-lora/"

model_path = "/home/chenweilong/diffusion_model_learn/diffusers/e les/tex S( a,
eilong/diffusion model learn/sd1-4/", torch_dtype= .float16) Load Unet and lora

pipe = . from_pretrained('/home/chenws

pipe.unet.load_attn_procs(model_path) .
pipe.to('"cuda") Welghts

prompt = "A nokemon with green eves and red legs."

image = pipe(prompt, num_inference_steps=30, guidance_scale=7.5).images [0]

image Do the text-to-image

R R e
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Training

Diffusers ~*'D A ffusers
unconditional image generation

https://huggingface.co/docs/diffusers/training/overview 0 Open in Colab

text-to-image

textual inversion

ZC Open in Colab

You can find different training ways in the website. DreamBooth
2 Open in Colab

ControlNet

InstructPix2Pix

Custom Diffusion

T2l-Adapters

Kandinsky 2.2

Wuerstchen

SDXL-support
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LoRA-support Flax-support
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* Newest applications of the diffusion model
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Newest applications

https://textual-inversion.github.io/

tnvert

Input samples —— “S.” “An oil painting of S,.” “App icon of S,.” “Elmo sitting in “Crochet 5.7

the same pose as S4”

Input samples 27, «g,” “gzs‘;l';gg% r(:itz)vooa‘tg* “A S, backpack” “Banksy art of S,”  “A S, themed lunchbox”

We learn to generate specific concepts, like personal objects or artistic styles, by describing them using new
"words" in the embedding space of pre-trained text-to-image models. These can be used in new sentences, just
like any other word.
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applications

i o doghouse  4n o bucket getting a hotrcut

y @

Input images  in the Acropolis

Given as input just a few images of a subject, we fine-tune a pretrained text-to-image model (Imagen, although
our method is not limited to a specific model) such that it learns to bind a unique identifier with that specific
subject.
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Newest applications

https://github.com/microsoft/LoRA

RoBERTR RoBERTabase | DeoChia DeBERTa XXL
] I— jbase LoRA A LoRA
a {}: % Fine-tune Fine-tune
# of Trainable Params. 125M 0.8M 1.5B 4.7M
Pretrained MNLI (m-Acc/mm-Acc) 87.6 87.5+.3/86.9+.3 91.7/91.9 91.9+.1/91.9+.2
Weights SST2 (Acc) 94.8 95.1+.2 97.2 96.9+.2
W € Raxd MRPC (Acc) 90.2 89.7+.7 92.0 92.6:.6
CoLA (Matthew's Corr) 63.6 63.4+1.2 72.0 72.4411
QNLI (Acc) 928 93.3:+3 96.0 96.0+.1
xE——— QQP (Acc) 91.9 90.8+.1 927 92.9+1
Figure 1: Our reparametriza- RTE (Acc) 787 86.6:7 939 94.9+.4
tion. We only train A and B. 21?: CeerRanReaEn 912 91.5:.2/91.3+2  92.9/926 93.0+.2/92.9+.3
Average 86.40 87.24 91.06 91.32

LoRA reduces the number of trainable parameters by learning pairs of rank-decompostion matrices while freezing
the original weights. This vastly reduces the storage requirement for large language models adapted to specific
tasks and enables efficient task-switching during deployment all without introducing inference latency.
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https://github.com/cumulo-autumn/StreamDiffusion

aki@aki-MS-7025: ~/Project/StreamDiffusion/Strea... Q =

1 98.01871146967348,
94346615320534,
13180689322902,
29482124563278,

T 98.17417649599122,

: 98.37056451634628,

: 98.02995880649352,

.82424240986586,
: 98.60273781481025,

: 98.1628662816539,

: 98.49312213225593,
: 98.93174755182125,
1 98.34459989734988,
: 98.68074671839786,
: 97.99940016822102,
: 98.28525945660058,
: 98.91768332760451,
: 98.39215513888284,
: 98.55197636352865,
: 98.49344236432503,
: 98.63993476639288,
: 98.70417172237383,
: 98.62569048902802,

main_thread_time:

time:
main_thread_time:

matin_thread_time:

main_thread_time:
main_thread_time:

maln_thread_time:

main_thread_time:
main_thread_time:
main_thread_time:
main_thread_time:
time:

main_thread,

maln_thread_time:
main_thread_time:
matin_thread_time:

nain_thread_
u\n_thrcw:

tine:
matin_thread_time:
time:
main_thread_time:
main_thread_time:

0.010202133704944645
.01020997152005869
.010190375983195105
.010173475950488387

0.010185977980073337

0.010165642587461513

0.010200963170634307
0.010201558057641922
0.010141706226029341

0.010187151596926163

0.010152993207558254

0.010107978730247253

0.01016832646710534

6.010133689025009798

0.010204144089488798

0.010174465688230348

0.010109415893699307

0.01016341189588211

0.0101469299439648

0.010152960197036396

0.010137881805865761

©.010131284043522594

0.010139345996378588

DecS 23:34

streamDiffusion

Viewer
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"

StreamDiffusion 1s an innovative diffusion pipeline designed for real-time interactive generation. It introduces

significant performance enhancements to current diffusion-based image generation techniques.
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https://github.com/ChenHsing/Awesome-Video-Diffusion-Models
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Newest applications

https://github.com/open-mmlab/PIA

1boy is crying, ...

Iboy is smiling, ...

Iboy is playing the magic fire

Iboy is smiling, ...

PIA 1s a personalized image animation method which can generate videos with high motion
controllability and strong text and image alignment.
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Efl%[] Newest applications

https://pika.art/my-library




